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***Resumen***

El presente documento presenta un algoritmo de inteligencia artificial basado en redes neuronales transformer que permite la discriminación de productos líquidos de aseo identificados con distintas etiquetas y con presentaciones en varios colores, desde una cámara para facilitar la gestión de su manipulación posterior mediante un computador lo que permite hacer realidad, en entornos manufactureros, la conexión entre el mundo físico y el digital. El proceso parte de la digitalización de los productos lo que permite establecer una base de datos, posteriormente se definen los parámetros para el entrenamiento de la red, que una vez llevado a cabo es evaluado mediante la medición del tiempo de aprendizaje, la precisión y el tiempo que tarda en la clasificación de los productos, todo ello desarrollado en un ambiente virtual. Los resultados permiten concluir que incluso con una base de datos reducida que incluye visualizaciones incompletas y borrosas de las etiquetes, los resultados de precisión en la clasificación son del 100%, sin ningún tipo de confusión entre categorías, con tiempos de procesamiento inferiores a 0.5 segundos, dada la robustez de la red transformer seleccionada.
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***1. Introducción***

La industria 4.0 es un concepto implementado a distintos niveles en las empresas manufactureras (Habib, Bnouachir, Chergui, & Ammoumou, 2022), algunas aplicaciones se fundamentan en el uso de la inteligencia artificial, usando el modelo Faster RCNN (Saleem, Potgieter, & Arif, 2022), sistemas de aprendizaje profundo (Vaddadi, y otros, 2022) (Wu, 2023), (Yoon, Han, & Nguyen, 2023), aplicando IoT (Bose, Mondal, Sarkar, & Roy, 2022) o con arquitecturas como la YOLO (Qureshi, y otros, 2024) (Qi & Sun, 2024) (Zheng, Chen, Cheng, Du, & Jiang, 2024).

(Mark, Rauch, & Matt, 2022) proponen entender la inteligencia artificial como un instrumento que facilita la ejecución de actividades y soporta a los tomadores de decisiones, visión compartida en el presente desarrollo.

Gracias a la estandarización de los productos, una de las actividades susceptible de automatización es su identificación, lo que permite la medición en tiempo real de la productividad, los niveles de inventario de cada producto, su ubicación, entre otras, facilitando la toma oportuna de decisiones informadas en los procesos productivos y logísticos. Las redes transformer (Touvron, Cord, El-Nouby, Verbeek, & Jégou, 2022) sirven a este propósito y han tenido aplicaciones a nivel industrial previas exitosas que se exponen a continuación.

(Ma, y otros, 2024) usaron una red transformer jerárquica para reconocer operaciones de producción industrial de ropa con una agrupación de redes para mejorar la precisión y reducir la sobrecarga.

Para procesos químicos, (Wang, Sun, Wang, & Luo, 2023), proponen un modelo de predicción basado en una red transformer mejorada. Para la optimización de los procesos del petróleo (Huang, y otros, 2024) plantean un modelo llamado Time Patch Dynamic Attention Transformer (TPDAT) que segmenta los datos para mejorar el reconocimiento de sucesos y fluctuaciones transitorias; (Ma, Li, & Yuan, 2024) emplean un modelo Transformer para procesar los datos de operación de un pozo en pro de mejorar la eficiencia en la producción, reducción de costos de mantenimiento e incrementar la vida útil de los equipos.

Para pronosticar la vida útil de los motores de aeronaves se emplea una red Transformer, que se compone de un mecanismo que extrae y pondera características de forma dinámica obteniendo un buen desempeño en detección de objetos, previsión del tráfico, segmentación de imágenes, riesgo de fallas y reducción de pérdidas (Liu, Song, & Zhou, 2022). En el campo energético (Al-Ali, y otros, 2023) con un modelo CNN-LSTM-Transformer (Convolutional Neural Network (CNN), a Long Short-Term Memory (LSTM) network and a Transformer) pronostican la producción de energía solar usando clústeres para analizar la correlación de los datos de entrada junto con sus características dinámicas, los resultados tuvieron mayor precisión que los obtenidos con modelos como el LSTM-CNN.

***2. Metodología***

El proceso parte de la digitalización de los productos de interés para establecer una base de datos de imágenes para el entrenamiento de una arquitectura de red por transferencia de aprendizaje basada en modelos transformer (Dosovitskiy, y otros, 2021). Posteriormente se definen los parámetros para el entrenamiento de la red, que es evaluado mediante una matriz de confusión, la precisión y el tiempo que tarda en la clasificación de los productos.

La base de datos incluye siete de los productos de más demanda en una empresa de fabricación de insumos de limpieza, que son envasados en el mismo tipo de recipiente y que en algunos casos tiene el mismo color. La diferenciación especifica entre cada uno corresponde a la etiqueta de producto adherida al recipiente, la base de datos incluye imágenes de la vista frontal de la etiqueta y vistas laterales que permitan desde el 50% de su visibilidad. De igual forma la resolución de las imágenes varia en relación a la distancia focal de la cámara, en algunos casos el texto de la etiqueta no es claramente legible, dificultando la labor de reconocimiento, por lo cual arquitecturas convencionales no han dado buen resultado, requiriendo por ejemplo integración de técnicas como CNN y SURF (Guacheta-Alba, Espitia-Cubillos, & Jiménez-Moreno, 2024). La base de datos es reducida, dado que las características de identificación de productos se centran en el envase, tomando de cada producto 20 imágenes y a su vez dividiéndolas en 75% para entrenamiento (15 imágenes), 10% para validación (2 imágenes) y 15% para prueba (3 imágenes), por categoría. Una muestra de la base de datos se puede evidenciar en la tabla 1.

**Tabla 1.** Categorías y muestras de la base de datos empleada.

|  |  |
| --- | --- |
| **Producto** | **Ejemplos de entrenamiento** |
| Blanqueador | Botella de plástico  Descripción generada automáticamente con confianza baja |
| Bluemax | Interfaz de usuario gráfica, Aplicación  Descripción generada automáticamente |
| Desengrasante | Botella de plástico  Descripción generada automáticamente con confianza baja |
| Detergente | Botella de plástico  Descripción generada automáticamente con confianza baja |
| Lavaloza | Botella de plástico  Descripción generada automáticamente con confianza media |
| Limpiador | Icono  Descripción generada automáticamente con confianza media |
| Suavizante | Botella al lado de un refrigerador  Descripción generada automáticamente con confianza baja |

La tabla 2 ilustra los parámetros de entrenamiento definidos, que derivado de la base de datos requiere un mini Batch-size pequeño, para el caso de 2. El volumen de entrada de la red requirió un redimensionamiento previo de las imágenes a un tamaño de 348 pixeles por cada lado, como imágenes a color (RGB), implicando un volumen de profundidad 3 por cada componente de color. Dada la arquitectura predefinida de la red que cuenta con 143 capas de profundidad, siendo bastante robusta, se emplean pocas épocas de entrenamiento, para el caso 20, obteniendo que para la época 5 ya se alcanza una exactitud del 100%, como se aprecia en la figura 1.

**Tabla 2.** Parámetros de entrenamiento de red.

|  |  |
| --- | --- |
| **Parámetro** | **Valor** |
| Volumen de entrada | 384X384X3 |
| Minibatchsize | 2 |
| Optimizador | SGDM |
| Épocas | 20 |
| Rata de aprendizaje | 0.0001 |
| Tiempo de entrenamiento | 8 MIN 55 SEG |
| Numero de clases | 7 |

**Figura 1.** Progreso en el entrenamiento de la red.



***3. Resultados***

Mediante el análisis por matriz de confusión se logra evidenciar que el nivel de exactitud alcanzado correspondiente al 100% se ve reflejado en el conjunto de imágenes de prueba (3 por categoría). La figura 2 ilustra que no hay confusión de clases, lo cual para el bajo número de imágenes empleado destaca la alta capacidad de la red en la identificación de cada clase con las condiciones de aprendizaje que exige la base de datos.

**Figura 2.** Matriz de confusión de prueba de la red



Adicionalmente se emplean otras imágenes fuera del conjunto inicial para testeo final y medición del tiempo de respuesta en la clasificación de la red. Este resultado se aprecia en la tabla 3, donde se destaca cambios de color en el fondo, de ubicación del producto y del tamaño, obteniendo una identificación clara de cada clase con tiempos promedio de 0,467 segundos. Lo cual resalta que, incluso con una arquitectura muy profunda como la empleada, el tiempo de respuesta es suficiente para un trabajo de manipulación de producto por medios automáticos en líneas de producción, sea para despacho, inventario o almacenamiento.

**Tabla 3.** Resultados y tiempos de validación.

|  |  |
| --- | --- |
| Validación 1 | Validación 2 |
| Interfaz de usuario gráfica, Icono  Descripción generada automáticamente | Imagen que contiene botella, cocina  Descripción generada automáticamente |
| 0.442301 segundos. | 0.492344 segundos. |

***4. Conclusiones y Discusión***

Los hallazgos muestran que para caso de arquitecturas transformer robustas, no se requiere una base de datos extensa incluso con datos de entrada de difícil clasificación como los empleados.

Los resultados obtenidos son contrastados con trabajos previos (Guacheta-Alba, Espitia-Cubillos, & Jiménez-Moreno, 2024) que permiten la clasificación de los productos con inteligencia artificial requiriendo modelos híbridos para el reconocimiento de la base de datos similar a la expuesta, de donde se destaca el alto impacto que tiene el uso de redes transformer en aplicaciones orientadas a industria, con tiempo suficientes para manipulación del producto identificado.

Al respecto, (Espitia Cubillos, Jiménez Moreno, & Rodríguez Carmona, 2025) señalan que para seleccionar el modelo más conveniente según los objetivos del usuario final en un entorno de producción industrial los tiempos de entrenamiento y, para el caso, la profundidad de la red no son relevantes, como sí lo son criterios como la precisión y tiempos de clasificación.
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